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(1) Definition:
Variance measures the “dispersion”, which is the 2"¢ central moment

Discrete : S (v — p)? x P(X = 1)
Var(X) = B[(X — )] = ’
Continuous : fj;o(x — )% x fx () dx
= B(X)] —[BEX)P?
—

2nd raw moment

Recall: “Mean” is the “expected value”

Discrete EX)=> zxP(X =1x)
xz
Continuous E(X)= fj';o x* fx(z) de (—oo < X < +00)
E(X)= 0+°O [1 — F(x)] dz (X can only take nonnegative value)

Moments: skewness is the 37¢ central moment. Kurtosis is the 4* central moment

Skewness(X) = E[(Xag ]
Kurtosis(X) " = E[(XO_Z w)]
(2) Property:
(2.1) Single Random Variable:
E(c)=c
Ela+(a+b)X]=a+ (a+b)E(X)
Var(e) =0

Var( e+ (a+b)X) = (a+b)?*Var(X)

(variance=0)
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(2.2) Multiple Random Variable:

E(Xi+ Xy) =E(X1)+ E(X>)

Elg(X1) + g(X2)] = Elg(X1)] + E[g(X2)]

E(aX1 + bXQ) == aE(Xl) + bE(XQ)

If Xy and X2 are independent <=> p=0<=> Cov(X1,X2) =0

Var(X; + X5) =Var(Xy) + Var(Xs) + 2% Cov(X1, Xo)
—_————

POy Oy
=Var(Xy1) + Var(Xa)+ 2 * o * Oy Oy
~—
X1, X2 tndependent <=> p=0

= Var(Xy) + Var(Xz) (if X1 and X2 are independent)

Var(aX; +bXs) = a’Var(X,) + b*Var(Xs)+ 2abx Cov(X1, X»)
= a’Var(Xy) + v*Var(Xa) + 2ab * p x 04,04,
= a?Var(Xy) + b*Var(X3) (if X1 and Xo are independent)

Var| N (=b)X + Y] = (=b)*Var(X) + (¢)*Var(Y)

variance=0

For example: Give Z =3X —-Y =5, Var(X) =1, Var(Y') =2
What is Var(Z)?

Slove: Var(Z) =Var(3X - Y — \5/ ) =3*Var(X) +(-1)*Var(Y) = 11

vartance=0



